
95 
 

Proceedings  of  NPUA: Informat 8 2. 
 

UDC 621.376 

 

AN ALGORITHM FOR ANALOG MODULATION CLASSIFICATION  

A.M. Tantushyan 

Public services regulatory commission of RA (PSRC) 

  
Research in automatic modulation classification systems has been carried out for a long 

period of time and many methods and classifiers are presented for both analog and digital 

d-

ulation type and transfer it to the demodulator in order to fully recover the modulating signal. 

The program code developed in LabVIEW graphical programming environment represents a 

new technical solution of the analog modulation classification problem. It enables the usage of 

fast-operating hardware for real-time testing. The description of automatic modulation recogni-

tion algorithm for analog modulations programmed in LabVIEW is presented in this article. 

Among analog modulations especially double sideband (DSB), single sideband (SSB) and fre-

quency modulated (FM) signals have been considered. 

 The LabVIEW code consists of three parts, each maintaining specific tasks. The first part 

has to implement the task of a receiver and process, the received signal and extract key fea-

tures, but here only simulated signals have been considered. The second part represents the 

algorithm of the classifier and the third part is the demodulator block. After simulating a signal 

l 

neural network was chosen as a classifier for this task. The network implements self-learning 

before testing and based on the learning results, classifies the current signal modulation type. 

 Afterwards, testing was carried out, and the results are shown in this paper. 

 Keywords: artificial neural network, analog modulations, key features, automatic modula-

tion recognition.   
 

 Introduction. Automatic modulation recognition (AMR) is a system which is 

able to recognize the modulation type of the signal and pass it to the demodulator. It is 

vital for the demodulator to know the correct modulation type of the signal, since oth-

erwise it will not be able to properly recover the modulating signal and the infor-

mation will be distorted. Here, a question follows: how to recognize the modulation 

type without any prior information about the signal? For this reason, AMR systems are 

developed and considered as permanently developing technologies. New classification 

methods are processed, the existing ones are being improved and combinations of sev-

eral classifiers are proposed [1-3].  
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 AMR is also an essential task for both civilian and military applications like spec-

trum management, interference detection, generation of jamming signal, electronic 

 

 The spheres of radio engineering and telecommunication systems are constantly 

evolving branches of science and technologies, since nowadays, it is impossible to 

imagine life without communication technologies, and there is a great need for contin-

uous development in order to increase the communication quality and enhance the se-

curity. Scientists and engineers, carrying out research in these spheres face such sig-

nificant problems as increase of data transfer speed, efficient usage of frequency spec-

trum, interference suppression, etc. One of the solutions for the aforementioned prob-

lems is the development of the existing modulation types and the design of a new one 

[4]. Therefore, AMR systems shall be developed simultaneously in order to be able to 

recognize new and more complex modulations.  

 The purpose of this work is to describe the processed automatic modulation 

recognition algorithm for DSB, SSB and FM types, programmed in LabVIEW where 

an artificial neural network was chosen as a classifier [5]. 

 1. Key features. 

processing, classification and demodulation. In the first block the signal with length L 

is divided into successive segments from which key features are extracted. For analog 

modulation classification, the following key features were used [6]:  

1. Maximum spectral power density  : 

where  is centered-normalized amplitude and is defined as: 

In equation (1),  is the  value of the instantaneous amplitude value array 

and  is the mean value of the instantaneous amplitude and is defined as follows: 

where  is the number of samples in the current signal segment. 
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2. The standard deviation of the absolute value of the centered non-linear com-

ponent of the instantaneous phase -  

In equation (2),  is the centred non-linear component of the instantaneous 

phase, C is the number of samples for which , where  is the normal-

ized instantaneous amplitude:  

 

In equation (3),  is the pre-defined amplitude threshold below which the esti-

mation is considered as non-reasonable because of the high level of noise. 

3. The spectrum symmetry  P  

 

 In equation (4),  and  are respectively the lower and upper side band powers 

and are described with the following equations: 

 

 

Here  is the Fourier transform of the RF signal and  is the sample num-

ber corresponding to the carrier signal.  is defined by the following equation: 

 

After all key features are extracted, the system passes those values to the inputs of 

the artificial neural network [7]. Afterwards, the neural network implements the corre-

sponding calculations and passes its final decision to the demodulator. 

2. The description of algorithm implementation. To solve the AMR issue for 

DSB, SSB and FM signals, an algorithm, implementing the aforementioned three 
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 was developed in the LabVIEW graphical programming environ-

ment. As tests were carried out on simulated signals, it was considered that the carrier 

frequency is known. So, in the algorithm, instead of receiving a signal, DSB, SSB and 

FM signals were simulated with additive white Gaussian noise to be more realistic. 

The part of the program, performing the functions of the first block of the AMR sys-

tem is presented on Fig. 1. 

 

Fig.1. The part of the program, performing signal simulation and key feature extraction 
1- Signal simulation, 2- Addition of white Gaussian noise, 3- Computation of SNR, 4- Signal 

modulation, 5- Key feature extraction and computation 
  

After key features are extracted, they should be passed to the inputs of artificial 

neural network for modulation classification. The neural network consists of three in-

put neurons, corresponding to the quantity of input key features, two hidden layers and 

-learning 

and classification. For that reason, ANN algorithm has two cases: forward propagation 

and back propagation. In Fig. 2 those two cases can be seen. 

The learning phase is performed for different DSB, SSB and FM signals and SNR 

values. During learning, the neural network first initializes random values for the 

weights of all layers, calculates the output values and then subtracts them from the 

desired values and calculates the error for the current neuron. Afterwards, in the back 

propagation case, the error is passed back to the input layer and with the help of error 

back propagation algorithm, new weights are calculated. This process is repeated as 

long as the error of output neurons gets the minimal value. After the appropriate 

weights configurations are achieved, their values are saved in files. 
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a) Forward propagation 

 

 
b) Back propagation 

Fig. 2. Artificial neural network algorithm 
a - 1) Input signals, 2) 1st hidden layer, 3) 2nd hidden layer, 4) Output layer; 

b - 1) 1st nd 

weights update  

In the test phase a random signal is simulated, key features are extracted and 

with all sets of earlier saved weights and calculates the netwo t-
work classifies such modulation type, the training weights combination of which re-
sulted in minimum total error of the network. 

Conclusion. The purpose of this work is to prove the practical implementation of 
theory and describe the algorithm processed in LabVIEW environment. AMR task 
was solved for analog modulations and classification results were impressive even for 
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5 dB SNR. During programming, some modifications to key feature extraction were 
made that allowed to extract them not from the RF signal but from the down converted 
one, which helped to decrease the dependency of key feature values from the carrier 
signal parameters.  

For every modulation type, 100 simulations were made and the accuracy of clas-
sification was calculated. The results are shown in table. 

Table 

Classification accuracy 
SNR DSB, % LSB, % USB, % FM, % 
Inf. 100 100 100 100 
20 dB 100 100 100 100 
15 dB 100 100 99 100 
10 dB 96 100 92 100 
5 dB 82 100 82 100 

 
Test results showed that the main confusion of classification is between the USB 

and LSB signals. The reason is that all key feature values for these two signals are the 
-

 

Therefore, the accuracy of classification can be increased by changing the number of 
 

The processed algorithm in LabVIEW is a new technical solution to the AMR, 
and further shall be developed for digital modulations.  
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