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Research in automatic modulation classification systems has been carried out for a long
period of time and many methods and classifiers are presented for both analog and digital
modulations. The purpose of such systems is to properly recognize the unknown signal’s mod-
ulation type and transfer it to the demodulator in order to fully recover the modulating signal.
The program code developed in LabVIEW graphical programming environment represents a
new technical solution of the analog modulation classification problem. It enables the usage of
fast-operating hardware for real-time testing. The description of automatic modulation recogni-
tion algorithm for analog modulations programmed in LabVIEW is presented in this article.
Among analog modulations especially double sideband (DSB), single sideband (SSB) and fre-
quency modulated (FM) signals have been considered.

The LabVIEW code consists of three parts, each maintaining specific tasks. The first part
has to implement the task of a receiver and process, the received signal and extract key fea-
tures, but here only simulated signals have been considered. The second part represents the
algorithm of the classifier and the third part is the demodulator block. After simulating a signal
and extracting the key features, their values are passed to the classifier’s inputs. An artificial
neural network was chosen as a classifier for this task. The network implements self-learning
before testing and based on the learning results, classifies the current signal modulation type.

Afterwards, testing was carried out, and the results are shown in this paper.

Keywords: artificial neural network, analog modulations, key features, automatic modula-
tion recognition.

Introduction. Automatic modulation recognition (AMR) is a system which is
able to recognize the modulation type of the signal and pass it to the demodulator. It is
vital for the demodulator to know the correct modulation type of the signal, since oth-
erwise it will not be able to properly recover the modulating signal and the infor-
mation will be distorted. Here, a question follows: how to recognize the modulation
type without any prior information about the signal? For this reason, AMR systems are
developed and considered as permanently developing technologies. New classification
methods are processed, the existing ones are being improved and combinations of sev-
eral classifiers are proposed [1-3].
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AMR is also an essential task for both civilian and military applications like spec-
trum management, interference detection, generation of jamming signal, electronic
warfare, detection of a “threat”, etc.

The spheres of radio engineering and telecommunication systems are constantly
evolving branches of science and technologies, since nowadays, it is impossible to
imagine life without communication technologies, and there is a great need for contin-
uous development in order to increase the communication quality and enhance the se-
curity. Scientists and engineers, carrying out research in these spheres face such sig-
nificant problems as increase of data transfer speed, efficient usage of frequency spec-
trum, interference suppression, etc. One of the solutions for the aforementioned prob-
lems is the development of the existing modulation types and the design of a new one
[4]. Therefore, AMR systems shall be developed simultaneously in order to be able to
recognize new and more complex modulations.

The purpose of this work is to describe the processed automatic modulation
recognition algorithm for DSB, SSB and FM types, programmed in LabVIEW where
an artificial neural network was chosen as a classifier [5].

1. Key features. AMR systems consist of three main blocks: the received signal’s
processing, classification and demodulation. In the first block the signal with length L
is divided into successive segments from which key features are extracted. For analog
modulation classification, the following key features were used [6]:

1. Maximum spectral power density — Ymax:

max FFT |A(i) en)?

Ymax = N, )
where A(i), is centered-normalized amplitude and is defined as:
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In equation (1), A(t); is the i — th value of the instantaneous amplitude value array

and A,, is the mean value of the instantaneous amplitude and is defined as follows:
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where N; is the number of samples in the current signal segment.
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2. The standard deviation of the absolute value of the centered non-linear com-

ponent of the instantaneous phase - 04y,:
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In equation (2), @ (i), is the centred non-linear component of the instantaneous
phase, C is the number of samples for which A(i),, > A;, where A(i), is the normal-
ized instantaneous amplitude:

, A(t);
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In equation (3), A; is the pre-defined amplitude threshold below which the esti-
mation is considered as non-reasonable because of the high level of noise.
3. The spectrum symmetry — P:
P, — P,
= > - (4)
P+ P,

In equation (4), P, and P, are respectively the lower and upper side band powers

P

and are described with the following equations:

P= ) IXOP,
i=1

fCTl
Pu= ) X+ fon + DI,
i=1

Here X, is the Fourier transform of the RF signal and f;,, + 1 is the sample num-

ber corresponding to the carrier signal. f, is defined by the following equation:

Ny
fn =

After all key features are extracted, the system passes those values to the inputs of

1.

the artificial neural network [7]. Afterwards, the neural network implements the corre-
sponding calculations and passes its final decision to the demodulator.

2. The description of algorithm implementation. To solve the AMR issue for
DSB, SSB and FM signals, an algorithm, implementing the aforementioned three
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blocks’ function was developed in the LabVIEW graphical programming environ-
ment. As tests were carried out on simulated signals, it was considered that the carrier
frequency is known. So, in the algorithm, instead of receiving a signal, DSB, SSB and
FM signals were simulated with additive white Gaussian noise to be more realistic.
The part of the program, performing the functions of the first block of the AMR sys-

tem is presented on Fig. 1.
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Fig.1. The part of the program, performing signal simulation and key feature extraction
1- Signal simulation, 2- Addition of white Gaussian noise, 3- Computation of SNR, 4- Signal
modulation, 5- Key feature extraction and computation

After key features are extracted, they should be passed to the inputs of artificial
neural network for modulation classification. The neural network consists of three in-
put neurons, corresponding to the quantity of input key features, two hidden layers and
an output layer. The processed neural network’s function is to perform self-learning
and classification. For that reason, ANN algorithm has two cases: forward propagation
and back propagation. In Fig. 2 those two cases can be seen.

The learning phase is performed for different DSB, SSB and FM signals and SNR
values. During learning, the neural network first initializes random values for the
weights of all layers, calculates the output values and then subtracts them from the
desired values and calculates the error for the current neuron. Afterwards, in the back
propagation case, the error is passed back to the input layer and with the help of error
back propagation algorithm, new weights are calculated. This process is repeated as
long as the error of output neurons gets the minimal value. After the appropriate

weights configurations are achieved, their values are saved in files.
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Fig. 2. Artificial neural network algorithm
a - 1) Input signals, 2) 1" hidden layer, 3) 2" hidden layer, 4) Output layer;
b - 1) I° hidden layer’s weights update, 2) 2" hidden layer’s weights update, 3) Output layer’s
weights update

In the test phase a random signal is simulated, key features are extracted and
passed to the artificial neural network’s inputs. The network calculates those values
with all sets of earlier saved weights and calculates the network’s total error. The net-
work classifies such modulation type, the training weights combination of which re-
sulted in minimum total error of the network.

Conclusion. The purpose of this work is to prove the practical implementation of
theory and describe the algorithm processed in LabVIEW environment. AMR task
was solved for analog modulations and classification results were impressive even for
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5 dB SNR. During programming, some modifications to key feature extraction were
made that allowed to extract them not from the RF signal but from the down converted
one, which helped to decrease the dependency of key feature values from the carrier
signal parameters.

For every modulation type, 100 simulations were made and the accuracy of clas-
sification was calculated. The results are shown in table.

Table
Classification accuracy
SNR DSB, % LSB, % USB, % FM, %
Inf. 100 100 100 100
20 dB 100 100 100 100
15 dB 100 100 99 100
10 dB 96 100 92 100
5dB 82 100 82 100

Test results showed that the main confusion of classification is between the USB
and LSB signals. The reason is that all key feature values for these two signals are the
same except the spectrum symmetry, which in case of SNR=Inf. is “1” for LSB and “-
1” for USB.

A neural network’s configuration depends on the application’s complexity.
Therefore, the accuracy of classification can be increased by changing the number of
hidden layers and/or hidden layers’ neurons.

The processed algorithm in LabVIEW is a new technical solution to the AMR,
and further shall be developed for digital modulations.
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utuLngu3nruv UnnNhLUSNMULENh HUULLUNQU UL ULSNPhEUL
U.U. [Fwupnjul

Unnnywgnwiubiph wyunndwwnwgywd nwuwwpgdwt hwdwwpgbpp Gplwp dwdwuwy
' hbwnwgnunygnd Bu, U owwn dbpnnubip nt nwuwluwpghsubip Gu ubpyuywgyt) wuwingwihu b
pYwiht dnnnywgnuiubph hwdwp: Lpwd hwdwlwpgbph tywwwlu £ Gogphin Yepwny
Swuwsh] wuhwyn wgnwupwuh dnnyugdwt wbuwyp U hnfuwugh) wjt wwywdnnnywpwpht'
dnnnyugynn  wgnwuowuh  wdpnnowlwu  Jhpwlwugqudwu  uywwwyny:  LabVIEW
gpwbhlulwu  Spwgpwynpdwu  dhowdwypnd  dowlywd Spwgpwiht Ynnp wuwnqught
wqnuwuowutbph nwuwlwpgdwt fuunph unp ond B Wu oy B owwhu Yhpwntg
wpwqwgnpd  uwppwynpnuwubp'  ppwlwt  dwdwlwynd  pbunwdnpdwt  hwdwp:
Lbpywjwgws £ dnnnyugnudubph wynndwinwgwd  dwuwsgdwt  wignphpuh
uupwgpniegniup’ dpwgpwynpdwd LabVIEW gpwdhlulwt Spwapwydnpdwu dhowdwpnid
wuwnquiht  dnnnywgnwittiph  hwdwp:  LVywpwgpws  Gu - hwnlwwbu - wuwinguhu
dnnnywgnuiutiph wbuwyubphg  Gplygtipin (DSB), dhwotipn (SSB) L hwéwfuwlywuwjhu
dnnnyugywé (FM) wgnwupwuubpp:

LabVIEW dhowqujpnud  dowlywd Ynnp pwnlugwsd Lt bpbp dwuhg, npnughg
jntpwpwtginipp uwwpnud £ hwnny wnwownpwup: Unwoht dwup whiwnp £ hpwlwuwguh
wqnwupwuh  punniudwl,  dowlydwu L hhduwlywu  punyewgpbiph  wnwuduwgdwu
gnpdwnnypep, uwlwit  wu  wluwwnwupnd  nhnwpyynd  Bu dhwyt updnyugdwd
wqnwpwubipp: Gpypnpn dwup ubphujwgunud £ nuuwlwpgsh wignphpdp, huy Gppnpn
dwup wwwdnnnywpwph pinbu E: Ugnwupwuh uhdnyugnuihg W hhduwlywu punypwgntiph
wnwuduwgnuwhg htinnn npwug wpdbipubipp hnfuwugynud Gu nwuwlwpgsh dnunpbipht: Uyu
fuunph (ndwu hwdwp npwtiu nwuwywnghs Yhpwnyt) b wphbunwlwu ubpnuwhu gug:
Swugp phunmwynpnuihg wnwe hpwlwuwgunid £ hupunwnignid W npw wpryniupubiph hhdwu
Ypw Swuwsnd k£ ndjw) wgnwupwuh dnnpnyugdwt wbuwyp: Lepluwjwgywsd Gu uunwpywsd
ptunwynpdwu wpryntupubipp:
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Unwbgpuyhti  pwnbp.  wphbunwlwu  ubpnuwjht gwug,  wbwnqwhu
dnnnywgnidubip, hhduwywu punipwgpnn hwunwuhoubp, dnnnywgnuiubiph
wynndwnwgywd Gwuwsnid:

AJITOPUTM KJTACCUDPUKAIIUA AHAJTIOTOBBIX MOIY JALIANA
A.M. TanTymsH

CucTeMbl aBTOMATHYECKOH IKJIaccHDUKAMM MOIYIALUUH HCCIEAYIOTCS B TEUEHHE
JUIITEJIBHOTO TEpHOJia BPEMEHU. 3a HTOT IHEPHOJ] IMPEACTABIEHO MHOMXKECTBO METOAOB U
KIacCU(UKATOPOB Uil AHAJOTOBBIX M LUGPOBBIX MOAyIsAuMi. Llenblo NaHHBIX CHCTEM
SIBJISIETCS IPAaBUIILHOE PACIO3HABaHUE BUJA MOJYJIALMU IIPUHITOrO HEM3BECTHOIO CHI'HANA U
€ro mnepeiaya JAeMOIYJATOPY AJs HOJHOIO BOCCTAHOBIIEHUS MOAYJMPYEMOIO CUTHala.
ITporpamMmHBIid KO, pa3paboTaHHBIH B rpaduyeckoil cpeae nporpammupoBanus LabVIEW,
IpescTaBIsieT co00l HOBOE pelIeHHE 3aJadi aBTOMAaTHYECKOTrO paclo3HaBaHMsl aHAIOTOBBIX
MOYJSIUMHA. DTO 1aeT BO3MOXKHOCTh MPUMEHEHHs OBICTPOJNEHCTBYIOIIMX ammapatyp Juis
TECTHPOBOK B pEaJbHOM BpeMEHH. B JaHHOH CTaTbe ONMMCaH alrOpUTM aBTOMATHYECKOTO
pacrno3HaBaHUs — aHAIOrOBBIX MOXYJALUUH, paspaboTaHHblH B cpere rpaduueckoro
nporpamMmupoBanus LabVIEW. M3 BuzmoB aHamoroBRIX MOAYIALMi B 0COGEHHOCTH OBLIN
paccmotpenst ApyxnosnocHsle (DSB), ogunomonocktre (SSB) 1 9acTOTHO MOAYIMPOBaHHEIE

(FM) curnansr.

Koun, paspaborannsiii B cpene LabVIEW, cocrouT u3 Tpex uyacrei, kax/aas U3 KOTOPBIX
BBINOJIHSIET OIpe/e/ieHHy o 3a1ady. [lepBas yacTb 10JDKHA BBINOJIHATH (YHKLMIO IPUHSATHS,
Pa3pabOTKU 1 U3BJIEUECHHS KIIOUEBBIX XapaKTEPUCTHUK CUTHAJa, HO 37IeCh PACCMOTPEHBI TOJIBKO
MOJIeTMPOBaHHbIE CUTHAJBI. BTOpas yacTs npeacrasiseT co0oi anropuT™ KiaccudukaTopa, a
TpeThsl 4YacTb — OJOK jAemoxyistopa. Ilocne MonaenupoBaHUWsl CUTHajda M M3BJICYEHMs
KJIFOUEBBIX XapakTepUCTUK CHTHAlla UX 3HAUYEHUs MepelaloTcesl KO BXoJaM kiaccudukaropa. B
paborte B kauecTBe Kiaccudukaropa Obula BbIOpaHa MCKycCTBEHHasi HeiipoHHas cerb. CeTb
BBITIONTHSIET CcaMOOOy4YeHHe TepeA TEeCTOM M, OCHOBBIBasCh Ha pe3ylbTaTaXx OOyueHHs,
pacrmo3HaeT TUM MOLYJISIUK JaHHOTO CHTHANA.

[TpoBeneHa TecTUPOBKA, pe3yJIbTaThl KOTOPOH MpecTaBieHbl B JaHHOH pabdoTe.

Kniouesvle cnoea: wucKycCTBeHHas HeHpOHHas CeTh, aHAIOTOBBIE MOIYJIALINH,

KJIIO4Y€BbI€ XapaKTEPUCTUKM, aBTOMAaTHI€CKOE PaCIIO3HaBaHME MO,ILYJIHI.II/II;'I.
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