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Neural and Bayesian networks have been successfully used in different classification 
tasks during the last several decades. Then during the last several years, the interest towards 
deep neural networks have been hugely increased and they have started to be used in vast ma-
jority of fields including image, speech, signal processing. Currently field researchers and spe-
cialists try to apply neural networks in almost every sphere and system, including systems that 
deal with real-time data. Eventually neural networks became more popular in industry than 
Bayesian networks. However, there are some concerns and unanswered questions about this 
type of usage of neural networks. Especially neural networks are being misused very often in 
classification tasks, and field specialists do not consider the fact that Bayesian networks could 
be better solution with better performance and accuracy for a specific problem. In addition, 
there is a need to consider some factors before choosing the network type, such as transparency 
of the algorithm, theoretical justification, missing values in data, restriction of being only su-
pervised approach, network building and training time, adaptiveness in case of real-time data. 
In this work, we present differences of neural networks and Bayesian networks, more specifi-
cally for classification tasks for real-time data and carry out theoretical and practical compari-
son between them. Afterwards, we provide some ideas on which approach is preferable in case 
of real-time data classification. 

Keywords: machine learning, classification, real-time data, neural networks, Bayesian 
networks. 

 
Introduction. Classification is one of the most popular machine learning prob-

lems and there are many algorithms that try to solve it. This work concentrates mostly 
on classification of real-time data. By saying real-time data, we mean that its total cor-
rectness depends not only upon its logical correctness, but also upon the time in which 
it is used [1]. A lot of examples of such data are in the financial sphere. As an example 
of such data could be stock prices that rapidly change over time. Another example, 
which is considered as a popular classification task, could be financial (e.g. credit 
card) transaction fraud detection system. That is, all orders in financial sphere (e.g. 
stock exchange markets, banks) are processed and tested for not being fraud. Another 
real-time data classification problem would be deciding of credit approval, i.e. wheth-
er a person should be allowed to take a credit from a bank or not. In all above cases, 
correctness of data and approval decision strongly depend on time. Thus, the machine 
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learning model should be adaptive to changes. Otherwise, the trained model, some 
time later could be irrelevant to the newly received data. In this work, we also work 
with real-time data on the example of the financial transaction fraud detection prob-
lem. 

Although, some approaches to the usage of neural networks have been proposed 
for solving the classification task with high accuracy for financial transaction fraud 
detection problem [2-4], there are some questions and problems that have not been 
answered yet in case of usage of neural networks. In the frames of this paper we are 
going to concentrate on those questions and problems, try to compare the two ap-
proaches and provide some answers. 

Neural Networks. Neural networks are powerful techniques for representing 
complex relationships between inputs and outputs [5]. They are inspired by the neural 
structure of the brain, and for certain tasks, they can contain many layers and nodes 
[6]. During the last several years, deep learning revolutionized and started a new era of 
machine learning and artificial intelligence [4]. Thanks to the usage of convolutional, 
recurrent neural networks, restricted Boltzmann machines and some other technolo-
gies machine learning researchers and specialists achieved notable results in visual, 
voice and natural language processing tasks [4]. In our previous research we showed 
that it is possible to achieve best results in financial transaction fraud detection prob-
lems by using recurrent neural networks [4]. However, there are some questions and 
problems in case of neural networks usage such as the lack of theoretical solid justifi-
cation, the restriction to be a supervised approach, adaptiveness to newly received da-
ta. We will discuss these problems later in this paper. 

Bayesian Networks. Bayesian networks are directed acyclic graphs that represent 
a set of variables (i.e. nodes) and their probabilistic conditional dependencies (encoded 
in its arcs) [7]. Nodes can represent any kind of variable: a measured parameter, a la-
tent variable or a hypothesis. There are efficient algorithms that perform inference and 
learning in Bayesian networks [8, 9]. If there is an arc from node A to another node B, 
A is called a parent of B, and B is a child of A. The intuitive meaning of an arc from 
node A to node B is that A has a direct influence on B. The set of parent nodes of a 
node xi is denoted by parents(xi). The joint probability distribution of the node varia-
bles can be written as the product of the local distributions of each node and its parents 
as [7]: 

. 
Each node has conditional probability table, that quantifies the effect of the parent 

nodes. A simple example of a Bayesian network is presented in Fig. 1. 
This example presents a Bayesian network for a high school student, who wants 

to apply for a university. For that he/she needs to pass a SAT test (SAT node has pass 
and no pass possible states) and present a good recommendation letter (Letter node 
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has good and bad possible states) from one of his high school professors. We can as-
sume, that as SAT is a standard test with a standard level of difficulty, its results de-
pend only on the intelligence of the student (or on the preparation level). A high 
school Professor may give a good recommendation letter in case if that student re-
ceived a good grade in the final graduation test. And as that exam is not standardized 
and specific to that particular high school, its difficulty can vary. Thus, the grade de-
pends on both the difficulty of the test a-
ration level). 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. An example of Bayesian network 
 
Bayesian technology has become popular and well-established, as demonstrated 

by numerous companies. Some spheres where Bayesian network classifiers have been 
successfully applied are the following: computing and robotics, medicine and health 
care, economy, finance and banking, environmental science [10]. 

The structure of Bayesian networks can be defined either by problem field ex-
perts or learned from the data [8]. In case of big datasets with many parameters, it can 
take a long time to learn the structure. For that reason, there are some Bayesian net-
works with a predefined structure, which speed up or eliminate the structure learning 
process. 

Naive Bayes. Naive Bayes is one of the Bayesian networks with a predefined 
structure. In a naive Bayes classifier, each feature variable has the class variable as its 
only parent. This means that the structure is fixed, and the only task involved in learn-
ing is to estimate the parameters [8]. Here, it is assumed that all the features are condi-
tionally independent given the value of the class or more formally                  

, where xi is the i-th feature, y is the class variable and n 
is the feature count [10]. An example of naive Bayes is presented in Fig. 2 (a). There 
are also some extensions of naive Bayes and the most popular one is tree augmented 
naive Bayes. Here each feature variable can have maximum one feature variable as 

SAT 

Difficulty Intelligence 

Grade 

Letter 
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parent (besides the class variable) [8]. Here structure learning is needed to be done. 
However, the only thing that needs to be done is finding the optimal single links be-
tween the features. An example of tree augmented naive Bayes is presented in Fig. 2 
(b). 

 
Fig. 2. Examples of naive Bayes (a) and tree augmented naive Bayes (b) 

 

Comparison. Although both neural and Bayesian networks solve similar classifi-
cation problems and can be presented as graphs, there are significant differences be-
tween them, which we have presented below. 

Neural networks are discriminative algorithms, Bayesian networks are generative 
algorithms [5]. In case of classification tasks, discriminative algorithms try to find de-
cision boundaries between classes (i.e. h(x) function) and learn  directly, where 
y represents the class, and x represents features. A new training example is classified 
in one of classes according to  

 
,
 

formula, where T is the threshold value. In contrast, generative algorithms try to build 
models for each class based on their features, and they learn  and . In this 
case there is one more additional step for computing , which is done with 
Bayes theorem [8, 9]:  

 

Here  is the prior probability, which can affect the result, and there are some 
approaches how to choose it [8, 9]. 

Neural networks lack theoretical solid justification, nodes (neurons), and edges 
do not have any meaning individually. A network receives inputs, performs computa-
tions and gives an output. Very often neural networks are called black box approach 
[5]. Up to now, one cannot explain why the network produced that result. Although 
neural networks have been successfully applied to a vast number of problems [11], 
these theoretical gaps often prevent the usage of neural networks in some fields. The 

a) b) 
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reason is that the field specialists almost always want to know not only the accuracy of 
the algorithms, but also an explanation about to prediction. In case of Bayesian net-
works, all the nodes and edges have a very concrete meaning. Nodes correspond to 
dataset feature and edge relationships between them [8]. This approach gives an op-
portunity to understand the way of working of networks and explain why network 
predicted that result. In case of classification real-time data (e.g. financial transaction 
fraud detection) Bayesian networks have advantage over neural networks. 

The lack of theory and proofs in case of neural networks includes not only neural 
network training and prediction, but also data preprocessing such as dealing with 
missing values. There are some approaches to filling the missing values in dataset, 
however they are also empirical and may or may not work well in practice [5]. In case 
of Bayesian networks, there are theoretically proved algorithms (such as expectation 
maximization), which impute the missing values, and that guarantees the most optimal 
result [8, 9]. These algorithms also perform well in practice. 

Another difference is the restriction of neural networks to be a supervised ap-
proach [11]. Supervised learning formally can be defined as follows: let X = (x1

xn) be a set of n examples, where xi  X for all i  [n] := {1, ..., n}. The goal is to learn 
a mapping from x to y, given a training set made of pairs (xi, yi) [6].  However, in sys-
tems dealing with real-time data, no one could guarantee that all the data will be la-
beled and yi will be available for all the examples. Thus, it would be nice to be able to 
learn from both labeled and unlabeled data, because it is not always feasible to hire 
experts to label the data. In case of neural networks, all the unlabeled data should be 
removed from the dataset, because it is not possible to include them in the training 
process. However, in case of Bayesian networks, the class variable can be monitored 
as an ordinary feature and the missing data imputing algorithms can be used (such as 
expectation maximization) [8, 9]. That eventually allows to learn both from labeled 
and unlabeled data. Thus, for this property, Bayesian networks are more preferable in 
case of real-time data classification than neural networks. 

Neural network structures are defined by researchers/developers by doing exper-
imenting and tuning. There is no theoretically proved rule, which allows to build the 
most effective neural network for a certain problem [5]. After carrying out experi-

r-
der to learn weights. This can take quite a long time, depending on the training set 
size, feature count and hardware capabilities. In case of Bayesian networks, structure 
can be defined by experts or can be learned from data [8]. There are several algorithms 
that perform Bayesian network structure learning [8, 9]. After building a Bayesian 
network, there is no need for parameter (weight) learning, because they are automati-
cally learnt. However, in case of predictions, a neural network will do faster than a 
Bayesian network. Besides, weights and output in neural networks are concrete real 
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numbers, but in Bayesian networks they are probability distributions, which present 
the idea of uncertainty [8]. 

The last point is about adaptiveness. In case of dealing with real time data, this is 
a very important point. Once a neural network is trained, it will be impossible to up-
date the weights without retrain, which will consume a lot of time. Although there are 
some proposed methods in literature [12], which try to do a workaround, they have not 
completely proved to be good. In case of Bayesian networks, weights can be updated 
on the fly without any extra efforts [8]. This gives a model an opportunity to adapt to 
the continuously received real-time data. 

Experiments. After some theoretical comparison, in this section some experi-
mental results are presented. We implement naive Bayes and tree augmented naive 
Bayes. After doing experiments we compare the results with those of our previous 
work [4]. We implement Bayesian networks in R with the help of bnlearn package 
[13]
previously [14]. For comparing our experiments with the already known results, we 
are going to measure our model performance with F1 score [5]:  

recallprecision

recallprecision
F 21 . 

Thirty experiments were performed for classifier with data shuffling. The results 
are shown in Table 1. 

Table 1 
Experimental results of F1 score 

Experiments F1 scores Experiments F1 scores 

 
Naive 
Bayes 

TA Naive 
Bayes 

 
Naive 
Bayes 

TA Naive 
Bayes 

1 0.79 0.75 16 0.79 0.75 
2 0.818 0.772 17 0.794 0.753 
3 0.799 0.757 18 0.808 0.764 
4 0.83 0.782 19 0.797 0.755 
5 0.819 0.773 20 0.798 0.756 
6 0.813 0.769 21 0.83 0.789 
7 0.807 0.764 22 0.812 0.767 
8 0.83 0.791 23 0.795 0.754 
9 0.83 0.782 24 0.79 0.75 
10 0.827 0.779 25 0.79 0.791 
11 0.798 0.756 26 0.808 0.765 
12 0.83 0.784 27 0.816 0.771 
13 0.825 0.778 28 0.818 0.772 
14 0.815 0.791 29 0.82 0.774 
15 0.805 0.762 30 0.82 0.774 
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Experiments show, that the best F1 score for naive Bayes is up to 0.83 and for the 
tree augmented naive Bayes is up to 0.79. The comparison of the best and the worst 
results with already known results of neural networks is presented in Table 2. 

 
                                                                                                     Table 2 

            Results comparison of naive Bayes, TA naive Bayes and neural networks 
 Naive Bayes TA Naive Bayes Neural networks 
Best result 0.83 0.79 0.92 
Worst result 0.79 0.75 0.88 

 
As we can see from the results, despite the advantages over neural networks, in 

practice, Bayesian networks did not perform as well as neural networks for this specif-
ic problem. Currently it could be a tradeoff and a matter of choice which approach to 
use in the real-time data classification task. Our future work will be devoted to raising 
the accuracy of Bayesian networks by combining them with discriminative algorithms, 
such as neural networks. 

Conclusion. We presented a comparison and showed the differences of neural 
and Bayesian networks for the real-time data classification task. Bayesian networks 
have a strong theoretical basis and are considered trustworthy. While neural networks 
lack theoretical proofs and are more empiric, a black-box approach. However, our ex-
periments showed that neural networks give better results for real-time data classifica-
tion. Thus, it is a matter of choice which approach to choose for the task  Bayesian 
networks with moderate accuracy, but theoretically justified, or neural networks with 
better accuracy, but considered as a black-box. Our future research will concentrate on 
finding ways to combine and build a hybrid model from discriminative and generative 
algorithms, which will improve the accuracy and better performance.  
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